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ABSTRACT

This report summarizes work to date performed under NASA Grant
NGR 34-002-195, entitled A Theeretical Analysis of the Current-Veltage
Characteristics of Selar Cells. The objective of the research is to
provide a theoretical understanding of the operation of selar cells
se they can be designed for maximum efficiency. These objectives are
being pursued through the application of a general computer device
analysis program te the study of solar cell properties. During the
past twelve months considerable progress has been made toward these
cbjectives. Specifically an analysis program for solar cells has been
developed which provides for non-uniferm doping profiles, generatien-
recombinatien effects, field and doping dependent mobility, and optical
generation. Preliminary results with the analysis program indicates
that the predicted efficiencies agree reasonably well with experimental
efficiencies for silieon solar cells.

This report summarizes the major work to date on the current-
voltage characteristics and efficiencies of solar cells. Tor one soclar
cell structuré detailed curves are presented which include carrier
densities, current densities, potential, and guasi-Fermi levels at
different veltage levels both with and witheut optically generated
carriers (AMO econditionsz). In addition some results are presented
concerning the influence of various parameter variations such as
lifetime, cell thickness, and high-loﬁ'junction width on solar cell

perfeormance.



1. COMPUTER ANALYSIS PROGRAM

A considerable part of the effort during this first year's
research has been devoted to adapting a computer device analysis
pregram to the analysis of solar cells. The present computer
analysis program is able to account for the following physical effects
in a semiconductor device:

1. Drift and diffusiom currents

2, Non-uniform doping profiles

3. Bulk generation-recembination effects

4, Field dependent and doping dependent mebility

5. Optical carrier generation

6. Surface recombination

The effects above which have been ineluded in the analysis program
during the present research work are non-uniform doping profiles,
optical carrvier generation, and surface recombination.

Twe papers have been prepared for submissien for publicatien.

One of these distusses the computer analysis program and the mathematical
techniques used to solve the nonlinear semiconductor device equaticns,
while the other distusses the studies which have been carried out on
optical carrier‘generation and the effects of antireflecting layers on
optical carrier generation in silicon. Copies of these wmanuscripts are
included in Appendices A and B. Thesme provide detailed summaries of

the work performed on developing the computer analysis programs.



IT. DETAILED CHARACTERISTICS AND PROPERTIES OF
n'-p-p" SOLAR CELLS

A considerable number of detailed calculations have been made of the
electrostatic potential, quasi-Fermi levels, carrier densities, and current
densities in selar cells. Both the conventional n+—p cell and the back
surface field (or high-low junction) n+--p--p+ cell, as shown in cross
section in Figure 1, have been analyzed. More effert has beeﬁ directed
toward the nf—p—p+ structure than the conventional cell because of
questions concerning fhe enhanced efficiency of the n+ﬂp—p+ cell.

Since the device analysis program solves for the internal potential
and quasi-Fermi levels; it provides a detailed lock at the internal
cperation of the solar cell. A large amount of data is generated on each
device studied. The results presénted in this section show detailed
internal characteristics for one particular solar cell under beth conditiens
of no illumination and under the full solar spectrum illumination (AMO).
Material and dimensicnal properties of the device for which detailed plots

are presented are given in Table I. The lifetime of 1Q0 usec in the

Table I. Material and dimensional preperties -

Overall cell thickness - 250 uM

n+ thickness - 0.25 uM
p+ thickness - 0.50 uM
n' surface concentration - lozo/crn3

p doping concentration (10 Q:cm) - J..i%}:’.].@)lsffz'.m:3

' doping concentration - 10%%en®
minerity carrier lifetime o - 100 usec
T - 0.l usec

po




p-region corresponds to a diffusien length of about 588 uM or a little
more than twice the cell thickness. The first sequence of Figures 2-8
show the device characteristics without illumination. Figure 2 shows
the electrostatic potential across the device with 2(a) showing the
entire deviece length while 2(b) and 2(c} shows expanded views about
the é—n+ and p+4p junctions respectively. The various curves correspond
to applied veltages ranging from 0.1 to 0.7 velts. The expanded views
are needed to see details about the junctions because of their small
thickness. OF special interest in this figure is the reduction in
potential across the high-low junction as-seen in Figure 2(¢) for
large values of applied voltage. This reduction begins to occur when
the minority carrier density exceeds the doping in the p-region, i.e.
when high injection ocours.

Figures 3(a}, 3(b), and 3(c) shew complete and expanded plots of
electron quasi-Fermi level in the device. The expanded plots illustrate
that the quasi-Fermi level is essentially constant across both junction
space charge regions as iz assumed in most first erder analytical device
calculations. This fivst order assumpticn is not made in this caleculation
but it is seen that relatively tconstant guasi-Fermi levels In the space
charge regions do in fact result. The major feature of these plots is
the almost abrupt change in'¢é as seen in Figure 3(¢) at the high-low
junction. This change in slope is required because of the essentially
constant current density across the high-low junction coupled with the
large change in electron density across the high-low junction.

Figure 4(b) shows the hole quasi-Fermi level arcund the p--n+ Junctien.

+ . v . “ - -
Plots for the p-p Junction are not shown since ép is essentially



constant in this regicn as seen from Figure 4(a), Changes in ¢p

only occur very near the surface, and these large changes only occur
because of the value of surface recombination used in the caleulaticns
(infinite value used).

Figures 5(a), 5(b), and 5(c) show electron concentration for the
complete device and expanded views near the two surfaces for various
applied voltage values. The large changes in carrier density across
the high-low junction as seen in Figure 5(¢) illustrate the minority
carrier reflecting properties of the high-low junctien. The log scales
used to plot electron density are needed to cover the large range of
densities encountered as the applied veltage ranges from 0.l velt te
0.7 volt; however, these log scales tend to distort somewhat the
varrier density plots. TFor example the electron concentrations in the
p+'region as shown in Figure 5(e) from 0 to 0.5 ﬁM vary approximately
linearly with distance. This linear variatien plots on 2 log scaile
as a very rapidly varying function near zeroc and a slowly varying function
as 0.5 uM is approached. The very rapid decrease in electron concentration
near the back contact is due to the assumption of an ohmie centact. This
does not allow the carrier density to iIncrease from its equilibrium value
which is slightly above lOz/cmS° The change in electron concentration
across the high-low junction is related to the high-lew junction petential
as
Dt = I expl~qVy, /KT). (1)

b
The high-low junection potential is given as

N
_ kT pt :
Viq = < %n J_'—ﬁ;’(l + np/Np)]. (2)



The combinatien of Egqs. (1) and (2) gives

N n
A B :
nP+ = n_p ﬁ;% (1 + NP)n (3)

This relatienship, as discussed in Appendix C, is fellowed very accuratzly
for the high-low junctions analyzed in this work.

Hole concentratien curves are shown in Figures 6(a), 6(b), and &6(e)
for both the cemplete device and expanded views about the two junctions.
The hole density in the center of the device is seen to be censtant and
essentially independent of applied voltage except for the highest
voltage values which correspend teo high injection in the center p-regiomn.
Of special interest are the hole densities in Figure 6(c) for the
n' surface region. This illustrates the injection of holes into the
n region (x<0,25 uM). The hole density exhibits a rapid decrease near
x=0 due to the large surface recombination velocity assumed at the surface.
For low values of surface recombination the hole density will not be forced
to the low values (below 102/cm3) shown in Figure 6(c).

Electron and hele current densities as funectiens of distance at the
various applied voltage values are shewn in Figures 7 and 8. In this case
expanded views are shown only.for the surface n+—p junetien since the
current densities are essentially constant through the p+ region. As can
be seen in Figures 7(b) and 8(b) at lew forward voltages there is a large
change in current density in the vicinity of the n+-p junctien
(x < 6.5 pM). This coceurs because a large part of the current density
consists of recombination current from within the junection depletion

region at low applied voltages.



A set of curves similar to those of Figures 2-8 are shown in
Figures $-15 for the same solar cell structure but including pair
generation due to AMO illumination. The assumed surface condition is
that of a polished surface with no antireflecting layer but reflection
from the surface is taken inte account. For this sequence of figures,
the terminal voltage ranges from 0.6 volt to 0.0 volt with curves shown
for 0.1 volt steps. The irradiated surface is at x = 250 uM. The
open-circuit voltage condition oceurs between the 0.5 volt and 0.6 volt
curves. For all curves except the current density curves, the curves
do not exhibit any unusual features near the open-circuit veltage
condition.

| The electrostatic potential curves of Figure 9 are for all practical

purposes identical to those of Figure 2 in the absence of illuminatiocn.
The potential distribution within the device iIs determined by the terminal
voltage and is independent of the optical illumination.

The vapiation.in the quasi-Fermi level can best be illustrated in
conjunction with the carrier density curves. The illumination produces
an excess electron and hole density which is gquite evident in Figures 12 and
13. This excess carrier density is also indicated by the shift of the quasi-
Fermi potentials. This shift is most evident for electrens in the p-region
(¢n of Figures 10{a) and 10(b))} and holes in the n region (¢p of
Figure 11(b)). At lower bias the electron cencentration in the p-region
(Figure 12(a)) is greatly reduced near the n+—p junction due to the
collection of the electrens by this junction yielding the short circuit
current. It can be noticed, however, from Figure 12(b) that the decrease

in electron conecentration near the junction is limited by the saturation



drift velocity. The minimum electron density of around 2 x lolofcma
(near % = 0.5 pM in Figure 12(b)) is needed at the saturated carrier
drift velocity to suppert the collected phetecurrent. This is alsc
present in Figure 13(b) which indicates that the saturation velocity
is reached for holes. This is seen as the fairly flat regien of hele
density below x = 0.5 ﬁM. The surface variation of Pt and ¢p, in
Figures 13(b) and 11(b) also indicate the directional change in Jp due
to surface recombination. The collection of the optically generated
holes is evidenced by the small reverse curve in Figure 13(b) for
voltages less than 0.4 v. Had velocity saturation not set in this
would have been a much deeper curve. It is none the less quite evident
that first order diffusion metheds cannot properly model the case of
high optical currents.

The effects of the various maturation mechanisms point out the
need for future caleulations to include the full generation term instead
of the present methods of scaling up the results from the case of lower
generation due to the absence of an antireflection layer. Included in
these effects is that of high injection due to the carriers. It can be
seen from Figure 12(a) that high injection (due te optical generation
alone) is appreached in the bulk p-region as the electren density
approaches 1Ola/cm3. For the situation of higher bulk generation rates
it is quite likely that the high injection condition in the bulk would
be met. Among other things this would alter the reflecting characteristics
ef the high-low junction. These conditions of drift velocity saturation
and high injection could have significant effects en the terminal
characteristics which would not be evident from calculaticons based alene

on the lower generation rates.



The current density curves of Figures 14 and 15 are, as before,
plotted in terms of absclute magnitude. The dips in these curves are in
faect directional changes so the current does pass through zero at these
peints. There is no directienal change in electron current for high
bias (Va = 0.6 v, Figure 14(¢a)) duve to the overriding effect of the
forward p-n junction current. At lower bias however, the predeminant
electren current consists of collection of optically generated carriers
by the p--n+ junction. The 0.5 v curve in Figure 1l4(a) represents a
transiticnal region around the open circuit cendition. Fer situations
where the éffectiversgrface recombination velocity of the high-low
junetion is much lower, it has been observed that the directicnal change
due to carriers supporting back tontact recombination cceurs much
closer te ‘the high-low junction than that illustrated in Figure 1lW(a).

The hole current density of Figure 15 illustrates a similar
transitional curve but at a higher bias voltage (0.6 v) due to the lower
forward pn junction hole current. The current lost due te surface
reconbination is quite evident from Figure 15(b), where a reversal of
the current direection near the surface indicates currvent flow toe the
surface due to surface recombination. Realize that for the lower bias
(less than 0.6 v) the predominant hole current consists ¢f the optical
component (except at the surface).

The terminal characteristics of this solar cell are shown in
Figures 16, 17 and 18. The J-V characteristic in the absence of light
is shown in Figure 186. This‘curve is typical qf most silicon diedes.

At voltages ranging from about 0.35 volt: to asbout 0.55 volt the current

density varies approximately as exp(qV/kT}. At lower and higher voltages

the current changes less rapidly with wvoltage approaching the approximate



variation of exp(qV/2kT). The deviation from ideal behavier at low
voltages arises from recowbination of carriers within the junctien
depletion region while the high voltage deviation sccurs because of
high injection into the p-regiomn.

The terminal J-V characteristic under illumination is seen in
Figure 17. From this the short circuit current is seen to be zbout
34 ma and the open circuit voltage abeut 0.58 volt. The efficiency
vs voltage characteristic is seen in Figure 18 where the peak efficiency
is slightly below 12%. This is the calculated efficiency without an
antireflecting layer. The efficiency of such a cell with an anti-
reflecting layer would be expected to be about 40% larger or between
16% and 17%. This calculated efficiency is significantly larger than
that observed in commercial 10 Q+cm solar cells. There are several
possible reasens for this. First the lifetime of 100 usec used in the
p-region may be larger than that obtainable in present solar cells.
Lifetime values of 10 psec have frequently been quoted as typical
lifetimes in 1Q Orcm sclar cells, Calculations for lower lifetime
cells are given in the next section. The lifetime of 0.1 psec used
in the n+ region may again be larger than actually obtained in commercail
cells. However, very small values of lifetime are required in the n
layer to significantly reduce the efficiency because of the very thin
n' region. It was also found that the calculated generation rate used
in-the presented data was about 10% high. As a result of this the
efficiency results actually lie between that of a bare surface and that
with a reflecting layeg.“ Including this factor would lcwer the efficiency
for{themcellfﬁith;the antireflecting }ayer to betwszen 15 and 16%. The
optical generation parameter presented in Appendix B represent the

corrected generation rate.



There are other effects which may reduce the efficiency in real
solar cells, The ohmic resistance due to a two-dimensional contact
gecmetry reduces the curve factor decreasing the efficiency. Alse
heavy doping (degeneracy) effects in the emitter are not accounted
for. These effects can enhance the loss of carriers at the surface
and decrease the efficiency. These effects are to be incorporated

into the theoretical analysis during the continued research work.

10



Figure 1.

Light

: . +
a. Conventional p-n solar cell

Light

b. Back surface field, p+—p-n+ solar .cell

Device structure utilized in the theoretical analysis.
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ITI. EFFECT OF HIGH-LOW JUNCTION ON SOLAR CELL
PROPERTIES AND EFFICIENCY

I; addition to develeoping a solar cell analysis program, cone
of the major efforts during this year's research has been the
attempt to better understand the role of a p+—p or high-low junction
at the back surface of a sclar cell. In general, the computer
calculations have shown that the first order models for high-low
junction behavior are very closely satisfied by the junctiens studied
in this work. A comparison of the numerical results with first order
high-low junctien equatiens is given in Appendix C.

The high-low junction has been found to act at low voltages
primarily as a minority carrier reflecting back contact giving a small
effective surface recombination velocity at the boundary of the p—p+
junctien. The curves of electreon concentration in Figure 5 show the
large change in electron concentration eeccurring at the high-low
junction.

Several calculations have been made to explore the effect of a
back surface high-low junction on overall effieiency. Figures 19, 20
and 21 show ene series of medificatlions of the back p+ contact.

Curves are shewn for three devices: (a) ohmie back contact, (b) 0.5 uM
thick back p+ region and (c) 5 u¥ thick back p+ region. {ther parameters.
for the deviees are as given in Table I. Tigure 19 shows a very
significant decrease in the current density at a constant voltage for

the devices with,p+ back contacts. The decrease in current is due to

the dec¢reased flew of Injected electrons to the back ohmic contact.

The § uM p+ device shows enly a slight improvement over the 0.5 uM device.



The 5 uM and 0.5 pM devices have back boundary effective surface
reccmbination veloéities of 1.1 cm/sec and 204 cm/sec respectively.
The value for the 0,5 uM device is already so low that it acts almost
as an ideal minority carrier reflecting back contact.

The current demsity vg voltage characteristics for the three
devices are shown in Figure 20. The ohmic back contact device is
seen to have a reduced short circuit current and a reduced open
circuit veltage. The veduced short circuit current arises frem the
loss of optically generated carriers at the back contact. The
reduced open cireuit veltage ariseé'frem the cembined effects qf a
smaller photecurrent and a larger forward diode current as indicated
in Figure 19. The efficviency curves of Figure 21 illustrate the
improved efficiency of the high-low junction selar cell. There is
little change in peak efficiency between the 0.5 pM and 5 uM cells.

Calculations similar to those described above were also made for
250 pM thick devices with 10 usec minority carrier lifetimes in the
p-region. These calculations showed a considerably smaller difference
in peak efficiency between the high-low junctien cells and ohmic back
centact cells. For 10 usec devices, the efficilency of the high-low
junction device was only about 0,.5% above that of the chmic contact
device. These results are to be expected on theoretical grounds.

For a 10 psec lifetime,; the diffusion length in the p-layer is about
180 uM which is less than the 250 pM thickness. On the other hand |
for a lifetime of 100 gsec, the diffusion length is abeut 580 uM ar
slightly more than twice the cell thickness. As the cell thickness

becomes large compared with a diffusion length, there can be little

52
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interacticn between fhe minority carriers and the high-low junction and
the behavior of the p+ device must approach that of the ohmic back
contact device for small diffusion lengths.

The voltage change across a high-lew junctien based upon simple

theoretical arguments is related tot¢the cavrier densities from: .

Eq. (2) as
er e
= == £ N 4
Vip qﬂ,n[N/(l+np/ p)] ()
p
kT
= .S 5
Vito 5 n (1 + np/Np), (3
where Vhlo is the equilibrium high-low- junction potential. Equation $

predicts a reduction in the high-leow junction veltage due to the eslectron

concentration in the p-region, np. Limiting cases of Eq. (5) are

n
; kT P
Yhle ~ g N np << Np
Vhl-ﬂ (&)
T
kT D
Vhlo -‘ 2 n (N ) np >> Np

P

Significant changes in high-low junction potential require that np be on
the order of NP. These simple relationships have been found to be
satisfied very closely in the computer valculations. The detailed device
calculations discussed in Section II shew the high-low junction potential
. remaining essentially censtant until high injection (np > Np) occurs in
the p-region.

In summary, the computer calculaticns have verified and been in

good agreement with first order medels for high-low junction behavier
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in the presence of excess minerity carriers. Below high injection in
the p-region, the high-low junction acts basically as a minority carrier
reflecting boundary. Abeve high injection a part of the terminal
voltage sppears across the high-lew junction. For the 100 usec lifetime,
250 uM thick cells studied, the epen circuit voltage condition eccurs
very near the high injection condition. For solar cells with longer
lifetimes or higher p-type resistivities the importance of the high-low
junction is greatly enhanced. Such a condition is discussed in the

next section.
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IV. LIMITED STUDY OF THE EFFECTS OF PARAMETER VARIATIONS:
ON SOLAR CELL EFFICIENCIES

This section discusses some caleulations performed varying various
parameters in order to study their influence on seolar cell properties
and efficiencies. The previous sectien has discussed the effects of
varying the back contact properties of n+—p—p+ cells. The present
section discusses three other types of parameter variatiems: (1) Lifetime
variations, (2) Cell thickness variations, and (3) Cell resistivity and
lifetime variations. As mentioned previously, all the results presented
in this section were performed using an optical generation rate which is
slightly (about 10%) toe large for a bare silicen surface. This should
not effect the genéral comparisens presented in this section but the
short circuit currents shown are estimated to be too large. The calculated
curves thus lie above 10% above the expected vesponse for bara surface
cells and about 30% beleow the respense for cells with optimum antireflecting
coatings. The calculations presented in this sectien aré‘fqr hare'éurface
silicon cells with the basic material paramegters of Table I. Deviations
from these basic parameters are discussed in each subsectioﬂ.
i. Lifetime Ccmparisoﬁ

The effect of p-region lifetime on the properties of the n+—p—p+
cell was studied for values ranging frem 1 usec to 100 usec. The
calculated terminal properties of cells are shown in Flgures 22, 23, and
24, Complefe data is shown for 10 ﬁsec and 100 ﬁ§ec lifetimes while
partial data is shown in Figures 23 and 24 for a 1 usec lifetime. The
peak efficiency is seen to range from about 7% to about 12% for lifetime

variations from 1 usec to 100 usec. The increased efficiency at long
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lifetimes results from (1) an increased short cireuit current due to an
increased carrier collectien efficiency and (2) a reduced forward current
density at long lifetimes due to decreased recombination of carriers in
the p-type region.

Minority carrier lifetime is one of the major device parameters
determining the efficiency of selar ceils. It is also cne of the least
accurately known of the parameters used in the solar cell calculatiens.

In general it is known that.lifetime tends to decreasé as the doping:
density is increased but the exact physical processes leading to such.
é decrease are not known. In erder to set realistic beunds oﬁ solar
cell efficiency, bounds on the lifetime at various doping densities'
must be established.

The minerity carrier lifetime in the n+—region used in the calculations
is 0.1 psec. This value of lifetime corresponds to a diffusion Jength of
about 10 pM which is censiderably larger than the thickness ofnthe n+—regien.
The electric field in the n+-region due to the diffusicn profiie further
increases the effective diffusion length for minority carrier collection
at the p-n+ junetion. To obtain a diffusion length on the order of the
n+¥region thickness would require a lifetime Delow 1 nsec, perhaps 0.1 nsec.
Only for such lew lifetime values is lifetime in the n+-region expected to
be an important device parameter. Computer calculations, hewever, need te

be made te verify these conclusioens.

2. Cell Thickness Compariscn
Computer calculations were made varying the cell thickness to
investigate the Iimportance of this parameter on selar cell efficiency.

Terminal characteristics are shown in Figures 25, 26, and 27 for n+-p-—p+
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cells with thicknesses of 10@ uM, 200 uM and 250 uM. Figure 25 shows
a slight decrease in currvent density as the cell thickness decreases.
This is to be expected because of the reduced recombination of carriers
in the p-region as thickness decreases. The short circuit current is
seen to decrease in Figure 26 as the cell thickness decreases because
of the reduced total carrier generation rate in the thinner cells.
The reduced forward current density with thinner cells tends to incregse
cell efficiency while the reduced short cireuit current tends to
decrease the efficiency. The result of these two effects is a peak
efficiency as shown in Figure 27 which does not depend very strengly
on vell thickness. There is only a slight decrease in efficiency as the
cell thickness is reduced from 250 uM to 100 nM.

The above conclusions hold only for n+—p—p+ type solar cells
with the minority carrier reflecting back p—p+ junction. For cénventienal
n+—p cells the efficiency decreases much faster as the cell thickness is
reduced below a diffusion length., The decreased efficiency-in éonventional
cells results from an increasing normal forward current density with™

decreasing thickness due to carrier flew to the back ohmie contact.

3. Cell Resistivity and Lifetime Variatiéns

This sectlion reports en-one computer calculation which was made
by varying the cell resistivity and lifetime, A calculation was made
for the 250 uM thick,n+—p—p+ cell with a p-regien resistivity of
2000 Q+cm and a lifetime of 1000 ﬁsec. This choice of resistivity and
lifetime was selected in order to¢ enhance the impertance of the back
high-low junction. The values selected are approaching the highest

resistivity and lifetime values which can be commercially eobtained with
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bulk unprecessed silicon, It is recognized that these values may very
well represent values which cannot presently be achieved in processed
solar cells because of lifetime degradatien during sclar cell fabriecation
steps. The calculations were performed mainly to illustrate the
importance of the high-low junction in high-resistivity silicen.

A comparison of the high resistivity, long lifetime device with
a 10 G+cm, 100 usec device is shown in Figures 28, 29, and 30, The
J-V characteristic of Figure 28 has several interesting features.
Because of the high resistivity of the 2000 Q<cm cell, high injection
ccours around 0.3 volt. This transition can be seen as a chéﬁge in
slope of the upper J-V characteristic at arcund 0.3 volt in Figure 28,
The J-V characteristics for the twe devices gross at about 0.45 volt
with the 2000 §Q+*cm cell having a lower current density than the lo‘necm_
device for large voltages. The lower curve for the 2000 Q-cm cell
results from high injection effects and the approzimate exp(qV/2kT)
dependence at high injectien where changes in the high-low junctien
potential are occurfing. The 2008 Q-cm cell "also shouws a éloﬁe:change
around - 0.55 volt back toward an exp(qV/kT) variation of current density.
This arises because of current leakage through the back high-low junctien
and recombination at the back chmic contact. Potential and electron
carrier density plots for this device at varieus voltage levels are
shown in Appendix C.

Current density curves and efficiency curves under illumination
are shown in Figures 29 and 30 respectively. Both devices have
approximately the same short circuit current but the 2000 fR+cm cell

has a slightly larger open e¢ircuit voltage, resulting from the lower
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current density curve ef Tigure 28. The predicted efficiency of
the 2000 f+em cell is slightly larger as indicated in Figure 30.

The above calculations illustrate the impeftance of the high-low
junction in high resistivity, long lifetime solar cells. Without
accounting for the high injection effects at the high-low jungtien
and the acceméénying reductioen in high-low junctien potential, ome
would expect the 2000 Q+cm cell to have a lower efficiency than the
10 Gecm cell. This would certainly be true if the current continued
to depend on voltage as exp(gV/kT) as is obgserved at low voltages.
However, the high injection effects combined with the high-low

junction preduces an exp(qV/2kT) dependence which leads to the reduced

forward diode curvent and the increased efficiency.
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V. SURFACE RECOMBINATION

7 Calculations have been initiated which include the effect of a
finite surface recombination velecity at the irradiated surface. With
this finite term the current at the surface may be expressed as feollows
{(normalized form):

. a4
J = (p-p )S = £ —SE ; (7)
P|surface ° _ Yp surface
whére S is the surface recoubination velecity. Following the procedure
illustrated in Appendix A, the variables ¢p’ ¢é, and y may be expregsed

in the ferm

¢p(i-l—l) B ¢p(i) * 5q’p(i)’ (8)

where the subscript "i" refers to the iteration step. Applying this
ferm te the independentvariables in equation (7) one may obtain an
expression for the correction to ¢p at the surface (6¢p(IL)i in te?ms:
of the values.of ¢P, ¢5, and 1 at the prier iteration step. Indlﬁded'
in this expression is the term 6¢5,which can be expressed in.terms of
é¢p(IL) and 5¢p(IL-l)' By utilizing the "C" coefficients of Appendix A

plus the fact that 8y = 0, &¢ may be expressed in terms of
(IL) P

p(IL-1})
thus yielding the final explicit expression for 5¢p(IL)‘ The

S0(1L)
correction to ¢n is formed by inveking charge neutrality at the surface.
This method provides an ongeing correction process as the device bias is
stepped. The inglusion of . this correctien in fact reduces convergence
difficulties at the surface since the carrier concentrations at’the
surface do not need to return te equilibrium conditiens. As .can be seen

from Figures 4(b) and 11(b), an infinite S demanded a large change in

¢P over an extremely small distance near the surface.
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A surface recombination veloeity of 103 cm/ses was selected as a
reasonable value and the cell described in the prier sectlons iliustrated
a terminal J-V characteristic (no illumination) which was within 1% of
the prior results. However, the hole current at the n+ surface was
reduced at least two orders of magnitude. Although ne caleculatiens have
as yet been performed under AMO illumination it can be expected that the
short cireuit current may be increased by as much as 2 mA/cmg. This
estimate can be based on the consideration that the present hole current
lost to recombination at the surface is about 2.2 mA/cm2 (Figure 15(b))
and a two order magnitude decrease of this component will add direetly

to the overall shert ¢irecuit current.
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VI. SUMMARY

This report has summarized the work accomplished to date en the
thecretical analysis of solar cell current-voltage characteristics
and efficiencies. The study is only partially complete at the present
time., The majer accomplishménts which have se far been achieved are:
(1) The development of a general analysis program for nf—p and n+-.-p-—p+
solar cells, (2) The incorperation of optical generation into the
analysis with the capability ef including antireflecting surface layers
inte the medel, (3) An initial series of seolar cell ealculations
exploring the effects of vérious devine parameters on. solay cell |
properties, and () The incorporatien of finite surface recombinatien
effects inte the model. The calculations which have been performed
illustrate the usefulness and versatility of the analysis techniques
fer studying solar cells.

A major effert in the initial calculations has been to understand
the influence of a back p+-p, high~low junetion on soclar cell prepérties.
The theoretical calculations indicate that belew high injestieon the
high-low junction acts predominantly as a minority carrier reflecting
boundary ﬁreventing injected carriers or optically generated carriers
from reaching the back ohmic contact and recombining. The net effect
on solar cell operation Is a reduction In normal forward bias current.
over n+vp cells and an increase in short civecuit current. The back
high-low junction was found to have little influence on the terminal
properties or on efficiency when the minority carrier diffusion length

is less than the cell thickness. When the cell resistivity iIs high
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encugh to cause high injection at open cirecuit veltage conditions, a
.voltage decrease across the high-low junction was found te be a significant
factor in determining the cell efficiency. Te observe a significant change
in high-low junction potential under AMO illumination was found te require
a resistivity of about 10 Qe¢cm or larger.

Research is continuing in several areas with the present analysis
program and future plans include the egtension of the program to inglude
other physical effects. The analysis iscontinuing into the effects éf
various parameter variations on efficiency with correctiens being made
for the slightly incorrect optinal generation rate used in the early
calculations. Calculations alsc need to be made exploring the differenges,
if any, when antireflecting coatings are present. The influence of
various_p—region resistivities on effieciency needs to be thoroughly
explored since different resistivity material may lead to higher open
circuit voltages and Increased efficiencies. In this connection,
however, it is very important to alse vary the minority carrier lifetime
or diffusien length in a realistic manner with resistivity variations.
Considerable theught must be given to the establishment of some upper and
lower bounds on lifetime as a function of resistivity in order te fully
explore this area.

New effects which are to be included in the analysis program aye:

(1) Heavy doping or degeneracy effects in the n+;region and (2) TWOV
dimensional effects due te the geometry of the top selar cell contacts,
The inelusion of these effects are needed to aceurately describe solap
cells. Heavy doping in the n+¥region is expected to be important in

determining the optical absorption in the n+~regien and the lcss of.
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carriers to recombination at the surface of the n+aregien. The two
dimensicnal properties are important in determining the effective
series pesistance of the cell and in determining the curve (Fill)
factor.

In sumnary, the work is proceeding at present approximately on
schedule. No major problems are evident at present which weould prevent
a successful development of a general computer analysis program fof

solar cells.
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ABSTRACT

A numerical technique, utilizing the computer, is developed to
obtain solutions to the one-dimensional semiconductor device eguations.
These equations form a set of threg second order, nonlinear, coupled
differential equations. Quasilinearization is used to convert these
equations to a set of coupled linear equations. Iteration techniques
are then employed to obtain numerical solutions which converge to the
solutions of the original set of equations. These techmiques have
been applied to conventional n+-n—p+ diodes as well as to shallow‘
diffused structures of the p+—p—n+ type. Some of these results are

presented illustrating this analytical method.



I. INTRODUCTION

Since the origin of semiéonductor device theory in the late
1940's, numerocus aftéﬁpts at solving the semiconductor device equations
have come forth. However, purely analytical methods have ylelded
closed-form sclutiens only for very simplified cases, and only over
limited operating ranges. Various numerical methods for the determinatiocn
of device characteristics have been presented in the literature with the
better ones evolving from the work of Gummel [1]. The present work
provides accurate solutions of the device equations by means of a
recently developed quasilinearization process and iterative procedures.
To utilize these techniques the one dimensional semiconductor device
equations are normalized (as De Mari [2] and others have done) and
reduced to a set.of three coupled, non-linear partial differential
equations. Solution of these equations for a given device structure,
doping profile, and recombination model yields the desired device
characteristics for either a static or transient respense. The chief
advantage of the numerical methods presented here over previously
developed schemes lies in the rapid convergence of the iteratioms
afforded by the quasi-linearization technique.

A considerable amount of work has previously been performed on
computer techniques for the solution of the semiconductor device
equations (Reference [3] presents a review of most of this work).

Much pf.this work however, has been restricted to the case of zero
recombination-generation. For the majority of devices this is not
a good approximation. Subsequently, one of the major objectives of

the present work has been the development of analysis techniques which are

7
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applicabie to the general case of non-zero generation-recombinaticn. This
general case leaves cne with three second order differential equations as
oppesed to the two first erder and one second order differential'equations
resulting from the zero generation-recﬁmbination model. This type of
generalization adds another level of difficulty to the problem of
convergence in a numerical technique [4]. Numerical solutions to the
general case have also been reperted by Fulkerson and Naussbaum £53;
however, their work deals with a particular device and is applicable to

a rather restricted voltage range. In the present paper, the methods are
applicable to a wide range of device structures, doping profiles,
recombination models, exterﬁal generation mechanisms, and applied voltages.

In the analysis of semiconductor devices, the terminal currept-
voltage characteristics are usually of major interest. The terminal
tharacteristics, however, are determined by the details of the electron
and hole densities and electric field throughout the bulk of the device
as well as any time dependence of these quantities. Thus before thé
terminal characteristics can be obtained, the electron and hele densities
as well as electric potential must be known throughout the device.
Straightforward means exist for relating the terminal properties to
the bulk carrier densities and potential.

The basic semicenductor device equations are very nonlinear and this:
leads to difficulties in device analysis. Even though these basic -
equations are easily formulated, they are not easily solved even with
computer techniques. Some of the difficulties in ebtaining solutiéns
arise from the very rapid changes which occur in carrier densities neap

a p-n junction. For example, across a p-n junction depletion region

50



the carrier densities may change by more than ten orders of magnitude
and this may occur over a distance of only lo_ucm. The total dimensions
of a semiconductor device may, however, be several hundred (or more) times
the lﬂwucm dimension. Thus the major changes in carrier densities and
potential occur over distances which are usually small compared with
the total device dimensions. When viewed on a distance scale which spans
the dimensions of the entire device, the changes in carrier densities
often appear as steps occurring at the Interfaces between p and n regiens.
These very abrupt changes in properties at junction interfaces are very
clearly shown in the computed curves in this paper. |
The very rapid changes in carrier @ensities-and potential near
interfaces provide the basis for most analytical approaches to device
analysis. They make pessible the approximate divisien of a semiconductor
into space charge regiens and electrically neutral (or nearly electrically
neutral) regions. By using simplifying approximations to the device
equations in the various regions of a device, reascnably good, first order,
analytical approximations can be obtained to the terminal properties of
semiconducter devices. The abrupt changes in the character of the device
equations near interfaces which make possible the usual device approximations,
give rise in exact numerical solutions to some of the major difficulties in
sclving the device equations. These problems are discussed in.more detail

in Section III on numerical techniques.
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II. SEMICONDUCTOR DEVICE EQUATIONS

The analysis of semiconductor devices is based upon the following

set of equations (for one-dimensien only):

BE _ g . _ |
5’; " T [P n -+ N(X}], (l)
- _ 2
E=-<2, (2)
J_ = qunE + gD CL l(3)
n o n ax
. - : —E.
J, = QupE - aby 3o (4)
aJ
ain _ 1_n
3t v+ Ge M ax ¢ (3)
aJ
3 . _i_p .
5% U+ Ge R (6}

These equations have general three dimensional forms; however, in this
work only the one dimensional case has been considered. In the abové
equations q is the electronic charge, & is the dielectric permittivity and
the other terms are defined in Table 1. The net ionized impurity doping
is represented by N(x) and can be a complicated function of x, changing
freom a positive to a negative value as an n-p interface is crossed. The
first two equations (Eqs. (1) and (2)) are Poisson's equation and the
defining relationship between electrostatic potential ¢ and electric
field E.. Equations (3) and (4) are current density eguations while Eqs.
(5) and (6) are continuity equations for electrons and holes. Internal
reconbination or generation of electron-hole pairs due to thermal
processes is represented by U, while electron-hele pair generation

due to external sources such as incident light is wepresented by the .

term G . ﬂ’/
e
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As in most computer techniques it is convenient to work in a set of
normalized dimensionless variables. In the remainder of this work,
except for explicitly indicated points, the variables will be taken
as quantities normalized by the factors in Table 1. Utilizing this
normalization and the interrelationship between mobility and diffusion

constants, the device equations may be rewritten as follows:

2
EL%~= n-p+N, (7
dx ‘
- 3y _an
Jn Hn (n X Bx)’ (8)
_ Y . 3p
Jp" Y5 (p 5% T 3% ()
EE-——U-G-EI}- (10)
at e ax °
EB ad
at =-U- Ge T ax (11

Through an appropriate cholce of three independent variables, Eqs. (7-11)
can be reduced to a set of three coupled equations in three variables.
There are several possible choices for these independent variables.

For example ¢, n, and p form one possible set. These variables are the
ones normally used in device analysis programs [3]. The approach taken
in this work, however, has been to introduce electron and hole quasi-
Fermi levels, ¢n and ¢P, and take these, plus the electrostatic
potential, ¥, as the three independent variables. The normalized

quasi-Fermi levels are related to the carrier concentrations as

1

n = exp (w~¢n), (12)

and

ke
"

P
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This appreach yields three variables with approximately the same magnitude
of variation across a device simplifying the scaling of the numerical
techniques.
In terms of these three wvariables §, ¢n, and ¢P the semiconductor

device equations (Eqs. (7)-(13}) can be written as

2
.a__w(Lat_l = exp [w-d:n] - exp £¢P‘\U] - N(X): (l’v{-)
ax
2
L a ¢
[-g% - %] Y, (%) - B:xg = =y (%, 08 (x,1) exp (9 -¥) +
3¢ 3 Iy
_n n 1 n
T T Toaw ) T b eutan, (1%)
and
34
[——-E- - —-—] Ty (x,t) - —-PQ- = vy (x,1)G_(x,texp(P-¢_) + (16)
X P © P
9¢ ¢ 3 oY
A 1
EEE E§§E -5 - ¥;-—;;J - (%, 0)U(R,1).

The quantities Y, and YP are the reciprocal (normalized) mobilities.

The nonlinearity of these equations is further compounded by the
choice of recombination model, character of external generation, and
the inclusion of field and doping dependent mobilities,i.e. Ty and Yp
are funections of N{(x)} and 3y/9%x. For recombinatiocn, the siﬁgle level

Shockly-Read-Hall medel has been used. In normalized form this moedel

results in the following net recombination rate:

emi¢ -$ 4 -1
[exp(w o )-n ] T [exp(¢ w)-plj

L.

(17



where T o Tno? n

no® M and p, are constants depending on the location and

density of recombination levels. This has been found to be a good
approximation to recombination in Ge and Si. For most of the numerical
calculations, the recombination level has been assumed to exist at the
center of the energy band gap so that nl:Pl:l° This has been done for
convenience only and the general expressions are valid for any values
of ny and Py

The mobility dependence was modeled by empirical expressions taken

from Gwyn, et al. [6] which are of the form

E+C, 1/2
-1 -1 _ 2 N
LV [1+ ClN/(N+CQ) * C4E E?Egﬂ s (18)
E+K, 1/2
-1 _ -1 2 i . (19}
o = upo L1+ KlN/(N+K2) + K,E E+K5] |

Normalized values of the parameters in the mebility expressions are
given in Table II. These expressions have been found to accurately.
describe both the doping and field dependence of mobility in silicon.
Semewhat similar expressions would also be used with other semiconducters
with different constants.

An external generation term Ge could be developed for various
applications; however, the mechanism studied in this work has been
that of generation due to the full spectrum solar irradiance. This
semi-empirical model for Ge was based on published data of abserption
ccefficients, index of refraction, and spectral irradiance.. The
modeling of this term has been developed in work presently underway;
however, the resulting normalized term can be expressed as follows:

2
L .
5=/ TOON (1m0 a(a)expl-a(A)xdx. (20)

N Gh
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Data showing the typical dependence for silicon of Ge(x) upen distance

is shown in Fig. 1 for solar irradiation which is present at the earth but
outside the earth's atmosphere (so called air mass zeroc, AMO, gondition).
For other conditions such as absorption of light at the earth's suffacé
(AM1) or for other semiconductors, Ge will be a somewhat different
function of x., Only for monochromatic light incident on a semiconductor
is Ge(x) a simple functien of distance which is easily expressed in
functional form. In general,Ge(x) is a rapidly decreasing function of
distance from the irradiated surface, and its value is normally only

known as a table of walues.



. JII. NUMERICAL TECHNIQUES

The solution of the semiconductor device equations has been reduced
in Section II to the solution of three coupled nonlinear equations
{Egs, (14)~(16)). The known values of ¥, ¢n and ¢P are at the boundaries
of the semiconductor device. Thus, the mathematical problem reduces ﬁo
the solution of a rather complicated nonlinear two-point boundary-value
problem. Although there are several techmiques available for solving
linear differential equations of the two point boundary value type, no
such general techniques exist for nonlinear equations. Solutions of these
problems generally require some type of iterative technique whereby the
solution is approached in a series of steps. The present work utilizes
the quasilinearization +technique whereby the system of nenlinear
equations is converted into a system of linear equations [7-8]. An
iterative technigue is then used to obtain the exact solution. The
general principle behind this approach is expanded in Appendix A.

As an illustrative example, the solution methods have been applied
~to the n+~nhp+ {and p+-p—n+) structure shown in Fig, 2. Since the
electrostatic potential (y) is arbitrary to within a constant, it may
be taken as Zero at x = 0. Its wvalue at x = L is then the built-in
voltage plus the applied terminal voltage. The boundary conditions of
the quaéi—Fermi levels ¢nland ¢p are then determined freom the defining »
Eqgm. 112) and {13) and the values of the carrier concentrations, n and p,
at the boundaries. If ohmic contacts are assumed at beth end points,
the carrier concentrations are fixed at their equilibrium values which
are independent of the applied voltage. This leads to the conditien

that ¢n and ¢P are both constant at x = 0 and increase at x = L

57
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directly with the applied terminal voltage. The restriction of Ohmiq
contacts at x = 0 and x = L may be loosened to allow for a finite
surface recombination velocity at this end point. However, to more
clearly illustrate the analysis technique, ohmic contacts will be
assumed.

To proceed with the technique, the coupled device equations can be

written in the following functional form:

2
2 P(x,t) _ P
-5 7 UL ) (21)
ax2 1 np
39 3%6_(x,t)
oy a n_ = ! '
tﬁ - ﬁ“j‘\fn(x,‘t) - T‘ cmws ¢ns ¢Ps v, ¢n)s (22)
3¢ Py t o) (X,'t)
Iy - %JYp(x’t) - '—i-x';,_»—— = Fa(us 4 605 07, 90D, (23)

1° PQ, and FS correspond te the right hand sides of

Egs. (14}, (15), and (16} respectively.

The functions F

In the quasilinearization technique (as 'discussed in Appendix A)
the nonlinear differential equations, instead of being solved directlj,
are solved recursively by a series of linear differential equatioms.
The linear equations to be solved are obtained from the first order
terms of a Taylor's series expansion of the nonlinear part of the
gbove). This

original differential equation (terms F., F,, and F

1* "2 3

technique is a generalized Newton-Raphson formula. for functional
equations [7-9]. In order to illustrate the quasilinearization technigue

as applied to the semiconductor device equations, Eq. (22) is considered

as a typical eguatiom. (é;;i§;7‘
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Applying the quasilinearization teschnique to Eq. (22) gives

2
[a¢m+l _ E.:'duﬁ:l,,m-i-:l.:I _ 0 ¢n,m+l - F
at 3t “'n 2 2|m
X
8F2 aF

)

D— 2]
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2 2 .
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* 3¢n'lm (¢n,m+1 ¢n,m

), (2u)
L]

where the subscripts m and m+l indicate the m and mt+l iteration steps.
Approximate selutions to §_, ¢ and ¢ are assumed known in order

n® "n,mw Pom
to generate the solution at the mtl iteration step. The partisl derivative
terms of F, such as 8F2/3¢nlm are alsc assumed knewn since they are

. : ' ' 1

evaluated using wm’ ¢n,m,and ¢p,m° Also ¢' and ¢n represent first
derivatives with respect to distance. Equations similar to Eq. (24) can
easily be obtained fer the other two equations (Egs. (21) and (23)),

By the above technique the three device eguations are converted inte
three linear differential equations. Starting with some initial approximation
to ¥, ¢n’ and ¢p at iteration step m = 1 the func#ions wl, ¢n,f and ¢P=l are
known and w2, ¢n X and ¢P o are caleulated. These new solutions are used to

H] 3
generate a better solution set with the process continuing until the
solutions converge within some specified degree of accuracy. In solving
the linear differential equations in an iterative manner, it has been found

gonvenient to express the equations in terms of correction terms at

the m'th iteration step as 42;735?
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ﬁwm = ¢m+l = W
6¢n,m - ¢n,m+l - ¢n,m’ ] (25)
S = ¢ $

D oM p,mtl  'p,m

Since the solution is numerical, discrete points in space and time must
be used at which the wvalues of U, ¢n’ and ¢p are calculated. These
points are identified as i,k; where i is an integer specifying the

x-coordinate and k is an integer specifying the time coordinate. Applying

these definitions to Eq. (24), it may be rewritten as

2
38y 36¢n 9 5¢n )
b T Iy N R Y
sl sk m,i,k m,i,k ax” m,i,k m,i,k
5 324 aF
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at oF (26)
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Similar differential equations may be cobtained for §y and_6¢p. The
solution to these equations give the corrections te ¥, ¢n and dap at each
iteration step.

The system of differential equations has been sclved by the finife
difference appreach using approximations of the Crank-Nicolson type [10]
for the time dependent.case and eof the three point difference type for

the time independent case. Following the use of finite differences +to

V4
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approximate the derivatives, a set of three coupled finite differeance

equatiens results, which are of the form,

i i 5 s i
S¥; 9 = Apg O + A, 6¢ni * Ba 5¢pi t Ay, B8, (27)
i 5 i . i
b, T By By ¥ A, 86 F Ay, Se At
11 i i
(28)
i i :
Boy 0054 T By 88
i+l
and
i i 1 i
= +
8oy Bgp O¥s + Agp 00, T A5y S8, * Ay,
i-1 1
(29)
i i
Ba1 S¥i41 T Bz 0% :

Pis1
The m and k subsecripts indicating the iteration step and the time step
have been omitted for clarity since it is understood that the qorrection
terms are being evaluated for the same time and iteration step. The
A%k and B?k coefficients are complex functions of position and of the
potentials (v, ¢n, and ¢p) at previous time steps and previous iteratien
steps. The above equations relate the corrections to y, ¢n, and ¢p ai
spatial point 1 to the corrections at spatial peints i-1 and i+l. The
A and B coefficients are slightly different for the time dependent aﬁd
time independent cases. Exact expressiocns for the time independent case
are given in Appendix B. Expressions have alsc been derived for the
time dependent case [11].

The application of the above equations to a p-n junction is straight-

forward in prineciple. However, there are several difficulties which must

7/
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be overcome before solutions which converge can be obtained. One of the
most important of these problems concerns the selection of spatial points
at which y, ¢n, and ¢P are calculated. In a p-n junction at low forward
bias, most of the changes in ¥, ¢n aéd ¢p occur over very small distances,
either within the depletion region or for small distances on either side
of the depletion region. To achieve accuracy in the numerical calculations,
any changes in ¥, ¢n, or ¢p from one spatial point to anether spatial point
must be small. This requires that very small steps be employed within
space charge regions. On the other hand outside these regions the quantities
change much less rapidly and efficient utilization of computer time requires
that much larger step sizes be employed. It is necessary then to use a very
nonuniform spatial step distribution. Because of this difficulty Fulkersen
and Nussbaum [5] in their numerical caleulations on a p-n junction divided
the device into three regions and used the Debye length as a sPatiél
normalization constant within the depletion region and the diffusion length
as a spatial normalizatien constant cutside the depletion region. Thé
approach used in the present work has been to use the same normalized.
equations throughout, but te generate a nonuniform spatial step distribution.

The generated spatial step size distribution is such that small

step‘sizes are taken within reglons of space where V¥, ¢n, or ¢p are
changing rapidly and larger step sizes are taken when these functions
change slowly with position. This step size selection process is similar
to that developed by De Mari [2]. Since some of the final results (i.e.
Jn and‘JP) depend upon an integration of the exponential)functions of
P, ¢n’ and ¢P’ the criteria on step size is selected so as to maintain a
constant relative error within similar numerical integratiocns. The

77
relative error is defined as the fractional difference between a ///
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trapezoidal and a parabolic numerical integration of exponential functions
of these variables, and can be set to some convenient value. This in tﬁrﬁ
can be related to the step size through the radius of curvature of the
exponential functien [2,11]. At the initialization of an analysis, first
erder approximations are used for , ¢n? and ¢p within space charge regions
while final data at a prior veltage increment is used in subsequent voltage
steps. This allows the step selection to adjust automatically teo the
changing situation as the applied voltage is incremented. The step
selection has been found to be one of the crucial factors in ebtaining
proper convergence. This becomes particularly apparent in very‘shailew
diffused devices such as solar cells, since the potentials vary threugh

a considerable range within very narrow regions., On the other hand there
are basic computer limitations due to reund off errers en the minimum

size of a step. Thus a preper balance of step size and number of steps

in a particular region must be maintained. For a typical device run,
calculations can be normally made with 1000£15 steps acress a device,

with the nermalized step sizes ranging from around 10_1 near the genter

of the device to around 10"15 near a surface of a shallew diffusion.

Deuble precision is also used in the calculations to extend the range

of allowed step sizes.

The ceupled difference equations for iy, ¢>n and qbp are tridiagonal
matrices. A special technique has been developed for solving a
tridiagonal matrix [9,12] and in the present work this technique has -
been extended to the selution of coupled tridiagonal matrices [11].

For given bounda?y conditions on Y, ¢n, and ¢P the selution of the

coupled difference eguation is a straightforward procedure. In the

ycs
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present work the boundary conditions are éy = 6¢n = §¢p = 0 at beth
boundaries of the device since the potentials do not change from one
iteration step to the next. |

With the aid of the flew diagram in Fig. 3, the general procedure
for the analysis of a p-n junction such as shown in Fig. 2 can be
summarized. TFirst, informatien on the device structure such as region
widths, doping levels, applied voltage, etc., is used to calculate
first order approximations to the potential and quasi-Fermi levels
throughout the device. For zero applied diode voltage, the quasi~Fermi
levels are constant across the device and the first order approximatien
to ¢ is obtained from standard abrupt junction or linear graded junction
theory depending on whether the junction is -abrupt or diffused [13].

For applied veltages larger than zero, the first order approximations

are taken as the converged solutions at the previcusly calculated voltage
point with the veltage increment linearly added to the previously
caleoulated potentials. The initial approximations are used to develop

a step distribution and to obtain valués for the A and B coeffizients
formulated in Appendix B. With these coefficients the linear difference
equations are used to calculate corrections to Y, > and ¢P. These
corrections are applied to the old values ofr?, ¢n’ and ¢p and the net
result continues in the iteration locp to form the basis for a new
caleulation of the A and B coefficients from which more accurate values
of ¥, ¢n, and ¢p are obtained. The process is repeated until the

largest correction on either w,'¢n, or ¢p is less than some previously
set quantity (usually 10—11L in this work). When thg largest correction

at any point approaches zero the solutions satisfy the original semi-
conductor devige equations. With v, ¢n’ and ¢P known, the carrigr and /?;7

current densities can be evaluated.
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The sclution for any'number of voltage values can be obtained in a
single computer run. The number of iterations required at each voltage
step is around five when the voltage is stepped in increments of 0.05-
volts. A complete forward I-V characteristic can be obtained from
0.0 volts to 0.7 volts in .05 volt increments in about three minutes
of total computer time om an IBM 36C computer. Successful runs have
been made up to 2 volts applied forward bias; however, the major
interest of the present work'has been at voltages up to 0.7 volts.

A flow diagram for the time dependent calculaticns is shown in
Fig. 4. The calculatiens for this case are carried out in a similar
manner except that each caleculation is for a different point in time.
The time increments in the program are similar to the veoltage increments
in the time independent analysis program. Most of the work has been
with the time independent program; however, sufficient calculations
have been made te verify that the techniques can be successfully applied

to time dependent problems.

&
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IV. EXAMPLES OF COMPUTED RESULTS

The methods outlined in the previous sections have been applied to
a wide range of abrupt junction n+—n—p+ structures with various doping
densities and region widths., Some of the calculated results have been
previcusly reported [14]. As illustrations of the results obtainable
from the program, one series of those reported results will be reviewed
and more recent work involving p+-p--n+ shallow diffused devices will
be presented. These were selected in order to illustrate the versatllity
of these numerical methods over a rather wide range of diode structures.

Calculated data for two types of devices is included in this work.
These are, first, an n+—n—p+ diode with a lightly doped n region and
wide n' and p+ regions. In this device the impurity doping {(N{(x)) is
assumed to abruptly change values at the junction interfaces. Other
pertinent data on the device is shown in Table III. For this n+~nrp+
device the center n region is about a minority carrier diffusicn length
in width while the n' and p+ regions are considerably wider than a
diffusion length. Calculated plots of potential and guasi-Fermi levels
are shown in Figs. 5 and 6. The rapid changes in petential at the
junction interfaces can be seen in Fig. 5, where the potential change
appears as a step in the curves. Due to the scale of presentation the
space charge regions appear as steps in the figures even though each
region has a substantial number of computational peints which can be‘
retrieved via a numerical printout. Although the high injection region
was reached as evidenced by the rise in majority conecentration of the

n type region seen in Fig. 7, the high bias cendition was mestly

i
dominated by series resistance as seen from the linear /:;%éé;:
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incpease of potential within the center region at 0.8 volt bias (Fig. 8},
The carrier density curves shown in Fig. 7 are essentially as one would
expect from diffusion model calculations. Detalls of the changes ip
carrier densities within the space charge regions can again not be
seen due to the scale of representatien, so this region corresponds to
the essentially vertical steps in the carrier densities seen in the
figure. The electron and hole quasi-Fermi levels as shown in Fig. 6 are
essentially as one would expect from first order device models. As shown
in the fipure, the quasi-Fermi levels are essentially constant within the
depletion region.

The ecalculated results for a shallow diffused p+-~p—n+ device are
illustrated in Figs. §-12. The analysis of this device has been under-
taken as part of a study of silicon selar gells which is presently in
progress [15]. The dimensions and doping densities correspond closely.
to typical solar cell structures, This device has been studied both‘
without and with optical generation of electron-hole pairs. The potential
and quasi-Fermi level plots at various voltage levels for this device are"
shown in Figs. 8 and 10, Again the changes at the junction interfaces
are very abrupt on these scales and appear essentially as vertical lines,
The n' region is so narrew that no detail of this region can be seen in
either Fig. B or 1l0. An expanded view of the potential wvariations with
applied voltage around the p—n+ junetion is shown in Fig. $. Below high
injection in the center region, which occurs at arcund 0.6 volt, essentially
all of the potential change with increased voltage occurs across the

p--n+ junction. For voltages above 0.6 volts approximately half of the

. . . + . .
increments in terminal voltage appear acress the p -p junetion, as ,:;;i:;77
predicted by first order models of diode behavior.
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Electron and hole densities are shown in Fig. 11 for the entire
device, and an expanded view at the p—n+ junction is shown in Fig, 12,
The boundary condition of an ohmic. contact at the surface forces the
surface values of p to be independent of applied bias. Expanded views
are gquite mnecessary in this device to see any variation of n and p at
the p—n+ junction interface.

This same device was analyzed with the inclusion of a generation
rate due to solar irradiance. Fig. 13 illustrates the overall change
in the carrier distributions and Fig. 14 expands this data about the
n+—p junction near the irradiated surface. These Figures can be
compared directly with Figs. 11 and 12. The inclusion of a generation _
term represents a rather heavy perturbation of the program but it was
found quite easy to add the generation rate in steps to an already
convergent solution at some high forward bias. After stepping in
powers of 2 from Ge/128 to Ge/l at the same forward bias, the voltage
could then be incremented downward in the same fashion as before in
order to obtain a full characteristic. Once the program converged with
the full generation term, it incremented in voltage to the short cirecuit
gondition without any difficulty.

Although mno results are shown in this paper, the programs also
evaluate the terminal current density at a given voltage, and generates
terminal I-V characteristics. The evaluation of current density is

straightforward from the device equatiens after y, ¢n and ¢p are known.

75
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V. SUMMARY

The technique of quasilinearization and the numerical techniques
discussed herein have been found to be a very good appreach to
semiconductor device analysis. The technigues have been found to lead
to rapidly converging solutions under a wide variety of physical
conditions. These cover the range of devices which are narrow compared
to the minority carrier diffusion length to devices which are very
wide compared to the minority carrier diffusien length. The approach is
also able to very easily handle high injection effects in p-n junctions,
high-low junctions, and optical generation. The exact analysis is
providing very useful information on the operation of solar cells.

With the analysis program a much more complete understanding is possible
of solar cell operation and especially of the interactions between p-n
junctions and high-low junctions in solar cell structures [15].

The results reported herein are but a small sample of the computed.
results which have been obtained on semiconductor devices. The included
results illugstrate the application of the program to twe physiecally
very different diode structures. The analysis program is able teo énalyze

both types of devices with only minor changes in input parameters.

77
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Table 1 Nermalization table
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Normalized Deserintion Normalization
Quantity P Factor

X position coordinate Ly (=stt/qni)

. . 2
t time coordinate LD/DO
. . 2

T 4 T lifetimes L./D

no’® po ' "o

¥ electrostatic potential v, (= kT/q)
¢n, ¢p quasi-Fermi levels Vt

Va applied (or terminal) veltage Ve
E electric field Vt/LD
n,p carrier densities n,
N, ND, NA net impurity, denor, and acceptop o,

densities
J, J 4 J total, electron, and hole current -ql n,/L
n’ p d .z : o1 D
ensities

Dn’ Dp carrier diffusion constants Do (= 1 cmz/sec)
o uP carrier mobilities Do/Vt

U generation-recombination rate Doni/Lg

G external generation rate D n./L2

e o1’ "D

4



Table II. Constants for mobility expressions (normalized values)
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gl

2.,16x10

1.76x10

1.70x10

1.25x10

34,93

8

mn

4

B

350

7.0x108

1,93x10°

1°76x‘,1.0LF

lolﬁxloL+

12,42

92—
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Table III. Data on two diode types studied
+ + + +
n -n-p P -pn
Device Device (Solar Cell)
n' doping lOlB/cm3 p+ doping 1018/0m3
3
n doping 2:5x1015/cm3 p doping 1.3x10%°/cm
p+ doping lola/cm3 n' doping* lOZO/cm3
+ . Qe
n  width 250 um p width 0.5 um
n width 100 um p width 249,25 um
+ + .
p width 250 um n width 0.25 um
T 1077 sec T 1077 sec
po ol
-6 —4
Too 10 sec Tho 10 sec

#in’ region is a Gaussian diffused region. The value of doping demsity is
the density at the surface.

SOZ
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APPENDIX A

The quasilinearization or Newton-Raphson approach te nonlinear
problems was first introduced by Bellman [9], extended by Kalaba 101 -
and applied to many engineering problems by Lee [11]. Teo illustrate
the mechanies of the technicue, consider the eguation

LIx(1)] = g(X,t) (4-1)
where L is a linear operator (partial or ordinary) operating on the
desired function X(%t) and g is some nonlinear function of X. Performing
a Taylor series expansion of the nonlinear function about a given
initial estimate Xo(t), c¢ne obtains

LIXt)] = g(XO,t) + (x-xo) g‘(XO,t) + - (A-2)

where the prime indicates differentiation with respect to X. Neglecting
second.and higher order terms of the expansion, Eq. (A-2) becomes

LIX(t)] = g(XO,“t) + (x-xo) g‘(xo,t), (A-3)

which is a linear equation which can be solved for X(1) = Xl(t). Using
this result to formulate

L[Xz(t)J = g(Xl,t) + (XQ—Xl) g'(Xl,t), (A-4)

the iterative process can be continued until the desired solution X(t)
is cbtained. OFf course, this procedure assumes convergence of the
sequence of functions {Xm}, Although at first this seems to be a rather
severe restriction, for many of the commonly ocourring linear operators,
the sequence does indeed converge. In fact, for all funetions attempted
by the authors, convergence was accomplished. It should also be noted
that if convergence does oceur, then this convergence is quadratic in

nature [5,11]. That is, as convergence is approached, the maximum error
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Er correction) in a given iteration is proportional to the square of
the maximum error of the previous iteration.

In summary, the quasilinearization technique is essentially a
Taylor Series expansion (in function space) of the nonlinear portion
about each of the individual functions making up the nonlinearity.

The resulting linear equation is then solved in an iterative fashion
subject to the boundary conditions imposed by physical consideratioms.
As evidenced by the equations in the body of this paper, the
quasilinearization technique is applicable to multi-dimensional and

multi-functicnal nonlinear equations.

AD-
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A and B Coefficients for the Time Independent Case.
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In the above equations 53 is the magnitude of the step in going from

X, to X,
i 1+1

and a, is the ratio of s; to s; ;- Expressions for the

varicus partial derivatives of Fl’ PQ, and Pa are given in the following

tables:

Table B.l Partial derivatives of Fl

Fl(w’ ¢n’ ¢p)

)
A

‘_l

Q
=

o]

[E)
- .
b o

1l

exply-t, 1 - explé -p] - N(x)
= exp[lp—tbn] + exp[qu—qp:]

= ~exply-¢_I

= wexp[¢p~¢3

SO
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Table B.2? Partial derivatives of F2

dd)n ayp
F2(¢9¢ns¢pn¢'a¢;}) = [c_i;(—' Ta‘;" - dx] a-}-{-'l' Yy (K>G (x)exp(¢ -y)

explg -v1 - explo -v]

+ oy, ()
Tpo[ 1+exp( 1})—¢n) ]+Tno|: Ltexp( ¢p'¢’) 3

(TnO+TpO)[exp(¢P—$) - exp(o_-9)] + QTPOEEXP(¢P“¢n)‘l]

2
== v _(=»)
W 'n . 2
{Tpofl‘i‘eXP(‘P ¢ 01 + 'rno[l+exp(¢p w1}

—Yn(x)Ge(X)exp(fbn—W)

3F2 (Tno + Tpo)exp(qan—w) T exp(¢n+¢P—21p) + TPOE2—exp(¢P-¢n)]

_— = (x) .

%, 'm fr [irexp(y-8 )1 + 7 [Lrexp(o -1}’
+yn(x)Ge(x)exp(¢n—¢)

oF, (1t pO)exp(¢ -y} + Tpoexp(¢P—¢n) + TnoexP(¢n+¢P—2¢)

— = -y (%)

W 7 (tpolivexply-6,01 + 7 [lrexp(s )1}

3T, d¢n(x)

Sut T ax

aF, g dyﬁ(x) ., dqan(x) ap(x)

89} Sy (0 dx dx dx

7
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Table B.3 Partial derivatives of F3

, 1 T W I
Fs(w:(bn’q’P’lp ’¢P) = ['_x'+ Y_"p— dx - ax :] dx _'YPCX}Ge(K)eXP(w'¢P)

exp($-¢n) - exP(¢—¢p)
1p0[l+exp(w~¢n)] + Tn0{1+exp(¢P-¢)]

+ Yp(x)

oF, (Tno+Tpo)£exp(¢—¢n) ~ exp(w—¢p)] + zTno[exP(¢p—¢n)—l]
EraRS 2
{Tpotl+exp(w-¢n)] + Tno[l+exp(¢p-¢)]}
—Yp(x)Ge(x)exp(wv¢p)
aF, (Tno +Tpo)exp(¢—¢n) + TnoeXP(¢P—¢n) + TpoeXP(Qw-¢n—¢p)
'5'&;'-= —YP(X) 5
n {Tpo[l+exp(w—¢n)] + Tno[l+exp(¢paw)]}
oF, (Tn°+rpo)exp(¢—¢p> + TPOeXPC2¢~¢n-¢P> + TnoEQ"SXP(¢p'¢n)]
.3—6)?_: YP(X) ) 5
) {TPOEl+exp(w~¢n 1+ Tno[l+exp(¢P—$)]}
+yp(x)Ge(x)exp(w—¢p)
3T, d¢P(x)
TN - dx
BF, o dyp(x) Ap(x) d¢P(x)
ooy Ty T T dx T2 T&
P P P
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Appendix B: @ptical Carrier Generation in Silicen
P. M. Bunbar and J. R. Hauser

Electrical Engineering Department
Nerth Carelina State University, Raleigh, N. C. 27607

ABSTRACT

A numerical analysis ef the spatial dependence of Gptiﬁal
generation of electron-hole pairs in silicen due te full solar y
spectral irradiance is reported. The analysis includes the
utilization of published experimental data on solar spectral
irradiance, .index of refraction, énd absorptién coefficients. Of
particular interest is the illustration of the depth to which one
must collect optical carriers in order te utilize given amounts o}
the incident photons. A determination of reflection and transmission
coefficients is made for various thicknesses of Si0 and 8102
antireflection coatings and optimum thicknesses for pheton

transmission are reported. Absorption in the Si0 layer is included.
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I. GENERAL FINDINGS

Electron hole pairs generated in a semiconductor arise from the
interaction of photons with the valence band electrons in the semicon-
ductor., The irradiated material is characterized by the absorption
coefficient, @, which is a rather é0mplex function of the incident.
photon energy. For full solar spectral irradiance, the number of
incident photons as well as the reflectance properties of silicon are.
quite complex functions of the photen energy. Also at the higher
energies of the solar spectrum the internal guantum efficiency exceeds
unity. For these reasons an analytical development of the optical
generation rate due to full spectral irradiance has not to date been
undertaken. The present work incorporates experimental or empirical
data concerning each of the above parameters in order to formulate the
spatial dependence of the optical generation rate. This is performed
for both air mass one (AMl) and air mass zero (AMO) solar spectral
irradiance. Also calculated are the effects of both 5i0 and SiO2
antireflection coatings on generation rate and the optimum thickness of
these layers for maximum photen tramsmission into the silicon substfate.
Absorption in the 5i0 film is included. Prior work in this area has
been limited to equal energy spectral response and does not-integrate
into the response the full spectrum of selar irradiance, reflectiocn
losses, quantum efficiencies, or absorption in the antireflesction
film [1-81].

For monochromatic radiation an ineident wave will decay in energy

exponentially with respect to distance. This-can be expressed as:

2.5



P(x) = P(0) e ** , (1)
bk
A

coefficient, is the imaginary part of the index of refraction.

where g = € is the absorption coefficient, and kc’ the extinction
Neglecting internal reflections the maximum current resulting from
this incident energy may be expressed as:

e = JrqT(N) Nphi(h) nk[l-exp(—a(l)x)] da dx, (2)
where T is the transmission coefficient, Nphi(l) is the incident
photon density per wavelength interval, and Ty is the intermal quantum

efficiency. The generation rate is also expressed as

Ge(x,x) = T(\) Nphi(x) n, a()) exp(-a{A)x). (3)

A detailed discussion of the methods used to model the various components

in the above expression is given in the next section. Figure 1 héwever,
illustrates the resulting spatial variatien of the calculated genéfation
vate for a bare Silicon surface. Shown in Fig. 2 is the effect of

$10 and SiO2 single layer anti-reflection coatings under AMO conditions._

For AMO conditions the generation rate is seen to exceed 1022/cma-sec at .

the surface and to decrease rapidly with distance ‘into the semiconductor.

A significant decrease is seen in generation rate as close as 10 %n (10‘2um)
from the surface.

A graphic illustration of the very rapid decay of‘the genergtiOn term
can be obtained through an integration of the generation term versus
distance. This calculation yields the maximum optical generation
current as a function of the device depth over which optiecal carriers
are collected. The result is presented in Fig. 3 in terms of the
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collection efficiency as a fungtion of device thickness.



It is assumed in this caleulation, as in the others, that the back contact
is transparent. The total optical curvent in this work is defiﬁed_as the
total pheton current which is present in the visible spectrum above the
silicon band edge (1.1l eV in this werk). The results for the other
geometries and AMl irradiance are within 2 er 3 per cent of this curve.
Table 1 summarizes the various optical parameters used in the
calculations and results obtained. The total surface loss for a particular
condition is the percentage of incident photens which are net transﬁitted .
intc the device. This loss includes reflection and any @bscrption in the
antireflection layer. Since the reflecting nature of silicen and any
antireflection layer is streongly dependent of incident wavelengths the
total surface loss will vary from.AM1l to AMO due te the difference in the
two spectral densities. Results similar to these were presented.by
Milnes and Feucht [8]); however, their work assumed the Si@ layer to be
fully transparent, while in this work losses in the SiC layer have been
taken into account. The theoretical calculations predict an optimum
antireflection ccoating of zbout 8003 for Si0 and abeut llOOR for 8102.
The predicted surface leoss for SIiI0 layers is slightly less than that

fer SiOQ,
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II. REVIEW OF FACTORS DETERMINING GENERATION RATE

T+ is known that monochromatic photon absorption has an exponential
dependence upon the absorptien coefficient, a. Although it. is possible
'to_determine a functional dependence of the absorption coefficient upon
photon energy it is quite complex, so experimental data on @ vs. A
has been used. This data is that of H. R, Phillip [10], and Dash and
Neuman [11]. However, in using this data it is necessary to review
the major abscrption processes in order to justify any assumptions
pertaining to quantum efficiency. The single most important process
for solar cell operation is that of intrinsic abscrption, which is the
generation of hole-slectron pairs by photons of energy larger than the
band gap energy. This is the most predominant mechanism in the solar
spectrum range of wavelengths.

At energies above about 3/2 the band gap energy there is the
possibility that hot carriers may create secondary pairs via iﬁéact
ionization and thus raise the quantum yield above unity. This becomes
appreciable in silicon for incident energies abové % ev and is included

in this present work by the following empirical model of Shockley [12]:

nl = 3-2 exp(éigfgzﬁ, hv > 3.3 ev (q)

Although this inorease in quantum yield is ingluded, it can be considered
gomewhat secondary due to the low spectral power above 3.3 ev. . Also the
high absorption coefficients in this range of energy imply high surface

absorption and probable subsequent loss due to surface recombination which

AL/

would be present.



At energies at and below the absorption edge there are severél
mechanisms. The more important of these is free carrier absorption.
This absorption is seen as a rise in a for photon energies near and
below band edge. Of course, this mechanism has a quantum yield of
zero. This zero yield is simulated by omitting any appreciable
absorption coefficient data for energies below the band edge. However,
free carrier absorption dees still ocour for energles above the band
edge and could conceivably lower the effective guantum efficiency.
Data by Spitzer and Fan [13] indicates a dependence of o on the square
of the wavelength and on the carrier concentration. An extrapolation
of their data to energies above the silicon band edge indicates that
a is at most 50 cm_l. Thus, the typical device will be effectively
transpayent teo this effect.

Other low energy absorption mechanisms include lattice vibrations,
exciton generation, band tailing, iscelectronic traps, and extrinsic
centers (non ionized impurity centers) [14,15]. Howeveﬁ, all of these
are appreciable only into the infrared and even then have extremely‘
low absorption coefficients. These were neglected in the development.
of the generation term in the same manner described above.

Reflection from the surface of the sample must be taken Into
account., A polished siligon surface, caleulated as shown below,
will lose in the neighborhood of 35% of the incident photons due to
reflection. With a single layer antireflection coating this loss is

reduced appreciably as shown in Table 1. For the structure illustrated

yron

in Fig. 4 the optical coefficients can be written as:
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The gquantities r o? and t2 can be viewed as the magnitudes of

12> Togs % 3
the complex fresnal Coefficients. The phase shifts ¢,, and ¢, are due
to absorptioﬁ in the antireflection layer and the silicon respectively.
In the aboveiformulations tp! is the real part of the index of refraction
and kc is the imaginary part. For a transparent film, kc2 is zere, as is
¢12. In perferming this caleculation with a silicon substrate, expgrimental
data for a, gy and kca versus wavelength were utilized. Results yielding
the transmission coefficient as a function of pheton energy are shown in‘
Fig. 5. The reflectance for a bare silicon surface (& = 0) shown in the
figure agrees directly with the data of H. R. Phillip [10]. Also shown is
the transmission ccefficient for an antireflection film of SiO2 at its
optimum thickness. For S$i0, the transmissien, reflection, and
absorption coefficients are illustrated in Fig. 6. These optimum thicknessesr
are determined by the maximum efficiency of photon transmission ipto the
substrate as described below.

The results for photon transmission efficiencies for both Si0 and
SiO2 are shown in Fig. 7 as functions of antireflection layer thickness,
This illustrates an optimum thickness of areund 11003 fer SiO2 and
BOOR for S$i0. It has been assumed in this caléulation that the 8102
layer is transparent within the spectral region of interest with a
constant index of refractiop of l.u4. This is a good assumption for

SiOQ, but Si0 is somewhat lossey in this region. To Include this

absorption, the data of Hass and Salzburg [16] of the index of refractien
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and extinction coefficient was used to determine values for n, and
kcz‘for Si0. This data iz illustrated in Fig. 8.

The available experimental data on reflectance from silicon surfaces.
is somewhat scattered. Prince has reported a maximum reflectance of 6%
in the spectrum below 3 ev [4], while Phillip [10] and Malovetskaya f17]
present data illustrating reflectances ranging over 30% within the same
spectral energies. The reflectances calculated in this report for
bare silicon (Fig. 5) agree closely with the most recent experimental
data of Phillip. Although the program utilized the index of refraction
and abseorption cocefficient data caleulated by FPhillip from the |
experimental reflectance measurements, it should be realized, however,
that the absorption coefficient data is essentially the same experimental
data as that published by Dash and Neumann [11]. Although Malqvetskaya
does not report the thickness of the SiO2 layer utilized in his work,
he does report a maximum transmission of about 93% at 1.5 eV for this

case. This agrees quite well with the calculations presented in this

paper.



IITL. CALCULATION TECHNIQUES

Utilizing the data and equations discussed in the previeus
section, 3 computer program has been developed to calculate the carrier
generation rate under various conditions including that of a general
single layer antireflection coating. The general flow of the program
is illustrated in Fig. 9. The incident photon density is determined
from published data on full spectrum sclar irradiance. A most
comprehensive collection of data on solar radiant energy is the
NASA document for Space Vehicle Design Criteria which develops final-
data from weighted averages of several investigations [18]. The
parameters of interest are the solar constant and the solar spectral
irradiance. The data used for irradiance under AM1 conditions (sea
level) is that of P. Moon [189]. Due to great uncertainties as to
atmospheric absorption and latitude of measurement this data must be
viewed as typical. The data was read numerically and stored in the
program. The incident photon density is related to the photon énergy,

irradiance, and wavelength interval as

(75 82 ,
Nphi = *~—?;;~— (#/sec/cm™) (16)
where (f%)'is the average irradiance over an increment of AX, and El

is the average energy of the A)X increment. The published data is a
tabular form of cf%a versus wavelength. All available data above 1l.1l:eV
and up to about 7 eV was included.

The next stage in the caleculation is to read into the program -the

published data for the absorptien ceefficient and index of refraction

L34



10
for silicen. This data was supplied in tabulated form from H. R. Phillip
[10]. These values are interpolaited to the wavelengths of the spectral
irradiance data. This then supplies Nphi’ o, Ny, and kc3 for each
wavelength available from the solar spectrum data. With these values
the reflectance of the Si surface and the Si~5i02 surface can be
calculated. For the 5i0 layer a similar interpclatien process en the
index of refraction (nz) and extincticn coefficient (kcz) data [16]
allowed the calculatien of these ccefficients at the relevant waveleﬁgths.
At this point the surface photon efficiency Ty iz caleculated as

fy, = ————————— (17)

where T is the transmissien coefficient. The surface loss of Table 1 is

1-n

N
Prior to valculating the generation rate, a spatial distributien

is developed which limits the change in Ge between spatial peints te
about 10%. This then allows the generation rates to be calculated at
each spatial point by summing the contribution teo N of each incident
wavelength. Once this data is developed in a tabular form, it is
numerically integrated te obtain the spatial dependence of the maximum
optical current,

The total number of incident phetons in the visible spectrum for
energies above the silicon band edge (1.1l eV for this work) sum {o
3.31 » lOlT/Gm2 for AMO and 2.14 x 1017/cm2 for AMl., These values are
about 5% below what is normally used. There is, however, some ambiguity‘
as to the proper value of these quantities since the published irradiancel

data Ffor AMO and AM1 vary somewhat. Also, since gilicon is an indirect

pevd
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band gap material, there is not a sharp edge to the absorptien curve making
the assignment of the band gap energy somevwhat ambiguous. For the AMO
conditien a 3% change in the energy band gap (i.e. from 1.08 eV to 1.11 eV)
can result in a 3% decrease in the total number of incident photemns.
Photons at these energies, hewever, contribute little to the photecurrent

due to the extremely low absorption coefficients in the immediate vicinity
of the band edge. The photon density from the irradiance data corresponds
to an available current of 52.98 mA/cm2 for AMO and 34.2 mA/cm2 for AML.

The inclusion of enchanced quantum efficiency at higher energies ;esulted in
a 1.5% increase in the total available current over the total spectral
current for AMO. The increase for AMl was quite insignificant, being below

0.5%.
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IV, CONCLUSIONS

It is found that the spatial desay of the optical generation rate
in silicon due to solar irradiance is extremely rapid. This very rapid
decay may allow narrower devices in eollection appliecations than
previously expected; however, it alsc indicates the Importance of
surface treatments to greatly reduce surface recembination. For AMO

applications the Si0 and 5i0, antireflection layers are seen to be

2
roughly equivalent, with the 3i0 layer slightly more efficient. This
rough equivalence points out the need to include the absorption
characteristics of the Si0 film, for this degrades the efficiency of
this Ffilm by roughly 5%. However, the optimum thickness for the 8i0
layer is somewhat thinner than the SiOQ; SOOK vS. 11003. In the agrual
use of Si0 as an antireflection layer on solar cells the difference
between S5i0 and SiO2 is likely to be greater than indicated by the
photon efficiency caleulation. The Si0 film results in a lowered
generation rate near the surface and an enhanced generation rate deep
within the silicon. Thus surface recombination losses may be less
with 810 than with Sif)2 (assuming the same surface recombination
veloeity)} giving 5i0 a slightly larger advantage over Si02. For AM1
applications the optimum film thicknesses are approximately the same

as AMO, The Si0 film is still somwhat more efficient than the 8102
.:wﬁfhrtheﬁ@iﬁferéﬁce“slighfif“ﬁoré“pfoﬁguncé&‘S£ﬁce thHe AM1 sﬁectrum .

. 1Is quite deficient in higher energy photons.
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Table 1. Summary of Excess Carrier Generation in Silicon
Geometry . Spectral Optimum Anti- Surface Total Optical Surface
s Conditions Reflection, Losst Current Generation
Thickness (A) (%) (mA/cm?) Ratel
(#/cc/sec)
22
ANO N. A, 36.4 3,2 1.15x10
St - . :
. . 21
AWMLl N. A 34.7 22.4 1.62x10
i . 21
AMQG 800 15.6 45.4 5.96x10
51+ Si0 '
AMY 800 10.4 30.7 1.39x10°1
22
AMQ 11a0 17.6 44,3 1.25x10
51 + 810 ‘
2 21
AM1 . 1100 4.5 29.3 1.83x10

+Computed at Optimum Antireflection Thickness if applicable.
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FIGURE CAPTIONS

Spatial dependence of the excess carrier generatien rate for
AM1 and AMO Illumination. '

Spatial dependence of the excess carrier generatlon rate for
both single layer Si0 and Si02 films at their eptimum
thickness.

Percentage of optical current collected versus device
length. Although this curve is for AMO with no anti-
vreflection coating the othér conditions have quite similar .
results,

Structure utilized in the calculation of the optical
coeffivients.

Transmission coefficients for silicon and silicen plus the
optimum thickness of SiO2°

Transmission (T), Abserption (A), and Reflectien (R)
coefficients for optimum thickness of a single layer Si0 =
film.

Efficiency of pheton transmission into silicon versus
film thickness for beoth Si0 and SiOQ.

 Real and imaginary parts of the index of refractien fer

sio [16].

Flow chart for optiecal generation program.
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Appendix C: Minerity Carrier Reflecting Properties of
Semicenducter High-Lew Junctiens

J. R. Hauser and P. M. Dunbar
Electrical Engineering Department

North Carolina State University
Raleigh, Nerth Carolina 27607

ABSTRACT

This paper discusses the results of some computer calcﬁlations
en the minority carrier reflecting propérties ;f high-low Jjunctiens.
In general it has been found that'high~iow junctiens obey first
“erder device medels te a high degree of accuracy. The ratie of
carrier densities on the sides of the junction depletien reéion is
exponentially related to the high-lew junctien veltage, which is censtant
until high injection effects begin te occur. Fer high injectién en the
lightly doped side of the high-low junctien, the junctien petential
decreases and the minerity carrier reflecting properties eof the

junctien are degraded.
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I. INTRCDUCTICN

High-low junctions (either p+—p or n'-n) find a number of
applicatiens in ;olid state devices., They are most frequently
used as an interface region between a more lightly doped semiconductor
and a metal centact in order to provide an ohmic contact to the
semiconductor. In thié application they are known to provide an
essentially linear current-voltage relationship for majority carrier
flow across the high—iow interface [l,ﬁ]. In addition to aiding in
making ohmic contacts, high-low junctions also act as minority
carrier reflecting boundéries..'In-many minority carrier devices
this is a useful side effect which can significantly reduce minority
garrier recombiﬁation at ohmic contacts.

The present work reports on some computer solutions of the
'minbrity carrier reflecting properties of high-low junctions which
are logated near an injecting p-n junction. This work has resul ted
from a study of p+—-p—n+ type diode structures. However, the same
type of behavicr should be cbserved at anf high-low junction
located near an injecting p-n junction. A comparison is alsc presented
of first order analytical models for high-low junctions with.the

exact computer solutiens.
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II. HIGH-LOW JUNCTION PROPERTIES

The device structure studied in this work is shown in Fig. 1.
It is an n+—p~p+ diede with the n' diffused layer modeled Ly a
Gaussian impurity profile with a surface concentration of l@Qa/cm3
and a junction depth of 0.25 um. The p-region is taken as a uniformly
doped regiom with results for 10 Q-cm and 2090 Q-cm material reported
in this work. The p+ region has been taken as a uniformly doped
region with an Impurity concentration of lola/cm3 and a thickness
of either 5 pm or 0.5 um. The overall device thickness is 250 um
for the results reported in this paper.

- The eléctron lifetime in the p-regicn was taken as 100 usec ahd
1000 psec for the 10 Q-om and 2000 Q-cm material respectively. Other
device thicknesses have been studied but the total device thickness
does not strongly influence the minority carrier reflecting propérties
-of the p+—p jﬁnction.

The device structures studied have been less than a diffusion
length in toetal thickness. ThE*p+‘p interface thus acts as a minority
carrier reflecting boundary préventing electrons injected by the n+—p
junetion from reaching the back chmic contact. Various injected electron
concentration profiles for this diocde can appear as shown in lig. 2 as
the back boundary ranges from a perfectly reflecting contact to an ohmic
contact. For the devices studied in this work the high-low junctioen
closely approximates an ideal reflecting hack contact even for p+
thicknesses of 0.5 pm.

There are several parameters which characterize a high-low junetion

as far as its minority carrier reflecting properties are concerned.
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First, there is the equilibrium high-low juncticn veltage, Vhlo’ which

is related to the doping densities as

_XT
Vito T 1 £2n (pr/NP), (1)

where N_, and NP are the pt- and p-region doping densities. The high-
low junction potential can only change from its equilibrium value if
there is a significant change in the majority carrier concentration on
cne or the other side of the high-low junction. A second fundamental
parameter is the ratio of minority carriers (electrons in this case)
across the junction. Assuming that the change in minority carrier
quasi-Fermi level is negligible across the Interface gives [1],

np+ =D, exp(-qvhl/kT). (2}

If high injection does not occur on the lightly doped p-side, Vhl—is
approximately the equilibrium value and |

n ® npr/Np+. | (3}
This expression is the basis for the reflecting properties of the high=-
low junction since it shows that the minority carrier concentraticon is
reduced by the ratic NP/NP+ in geing from the p to p+ side of the
junetion.

The expression of Equation (3) is based upon a low injection
condition. In the more general case, Equation (2) must be combined with
the assumption of charge neutrality at the edges of the junction depletion
region to give the following more complete expression:

n N
= B
np+ np(l + _N_P) E;L+ . _ (f#)

YorZ



The additional correction factor of (1 + np/NP) becomes important-ﬁhen
high injection occcurs on the lightly doped side of the high-low junction.
A final parameter characterizing the minority carrier reflecting

properties of a high-low junction is what Gunn [3] terms the juncfion
leakage velocity or which can alsec be termed the effective surface
recombination welocity, Spp+, of tﬁe high-low junction. As oppesed to
the ratic of minority carriers across the interface which depends enly

on the high-low junction deping levels, the leakage velocity depends

on the width of the p+ region and the minority carrier lifetime in'thié
region. For uniferm deping in the p+ region and neglecting recombination

within the high-low junction space charge region,

b= + = I CC_)th ('L""E—) —_E—' s (5 )
PP npt npt

where an+ and an+ are the electron diffusion constant and diffusion

length in the pt region. The above can be.combined with Equation (4)

to give
D'ﬂ +N W + i9s
S 4 = =22 coth (—E9(1+ ). C(6)
PP L N 4 L+ N
np® p np P

At lew injection this is a constant but the value increases linearly
with np at high injectien. This causes the minority carrier current
into the high-low junction to inerease linearly with carrier density

np at low injection and to increase as np2 at high injection.
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III. COMPUTED RESULTS

The simple models discussed iﬁ the previous section have been
found to agree extremely well with exact computer calculations for
high-low junctions. The computer program used In the present device
analysis has been previously discussed [4]. Calculations have been
made for the structure of Fig. 1 for a variety of dimensiens and |
doping densities. Calculaticons are made at varioué terminal veltages
which vesult in increasing levels of carrier injection inte the p-region.
Shown in Fig. 3 are curves for electron cencentration plotted from the
back surface through the high-low junction for a 0.5 um wide p+ region.
The éiectron concentration in the p-side ranges from slightly above
logfcm3 to about 1016/0m3 while the concentration on the p+ side fanges
from about lou/cm3 to about 1Olu/cm3. The VA values on the curves are
the values of applied diode voltage corresponding to each injection
level. TFor the low values of VA the junction depletion region extends
beyond 1.5 um and the carrier densities are not yet constant. Shown
in Fig. 4 is the dependence of.np+ on nP for this device {curve A).

The solid curve is the simple model as given by Equation (4) while

the data points are results of the exact computer calculations. The
onset of high injection can be seen for the highest injection levels.
Calculaticens for a 5 pm wide p+ region are essentially identical

with the results shown in Fig. b with the ratie of minority carriers
across the high-low junction independent of the width of the p+ region.
Also shown in Fig. 4 are similar data (curve B) for a dicde with a
p-side concentration of 1.3x1015/cm3. At high injection both curves

approach the same limiting values which are_ independent of p-side

doping density. /,//;iigég;:
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Under high injection conditions, the potential across the highwloﬁ‘r
junction decreases from its equilibrium value. This is shown in Fig: SH
where the decrease in potential is seen for the four highest injection
levels. For curves (a) and (b) the junction depletion region extends
beyond 1.5 ym. As the junction potential decreases at high fnjectioﬂ,
the ratio of minority carriers acress the interface decreases and the
reflecting properties of the high-low junction are degraded. The
effective surface recombination velocity of the junction increaﬁeé as
high injection occurs according to Equation (6).

Shown in Fig. 6 is a comparison of the high-low junetion leakage
current as given by the expression
(7)

J s

shr - 9p Zppt’
and the exact results of the computer solutions. Again it is seen.that
at low injection the leakage current is proportional to np indicating
a constant Spp* while at high injection the leakage current dependg on
ng indicating that Spp* approaches a linear depeﬁdence on np. As -
indicated in the figure, at low injection the high-low junction has a
low effective surface recombination velocity. The nearly
ideal minerity carvier reflecting properties of these high-low junctioﬁs
is due to this low value of effective surface recombination velocity;.
Similar high-low junctions but with a 5 pm thick o' layer have about an :
order of magnitude smaller effective surface recombination velocitj.
Implicit in the derivation of Equations (3} and (4) iIs the
assuﬁption that the minority carrier quasi-Fermi level does not ¢hange

in going across the high-low junction. This assumption has been verified

with the computer calculations. Shown in Fig. 7 is the calculated

Aoy



guasi-Fermi levels for electrons ¢n around the high-low junction. The
only change in ¢n around the high-low junction is the almost abrupt

change in slope of the ¢n curves at the high-low junction. This is
d¢
n

to be-expected since wEE-must be inversely proporticnal to the electron

coneentration in a region where there is negligible change in current

density.



IV. CONCLUSIONS

This work has reviewed the first order approximatiens normally
employed to describe the minority carvier reflecting properties af
high-lew junctions and compared these expressions with exact computed
results. The first order results are found to be in very goed agree-
ment with the computer results when account is taken of high injection
effects on the lightly doped side of the high-lew junctien. High
injection reduces the effectiveness of the high~lew junction as a
minerity carrier reflecting boundary and leads to an increased

effective surface recombination velocity of the junctiom.

¢/
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FIGURE CAPTIONS

Devige structure for n+—p--%+ diode (A) 1000Q: em p-region,
N_ = 7x1012/cm3?3N + = 1028/em3 (B) 100-em p-region,
Ng = l.leOlafcms,PNp+ = 1018/cm3,

Effect of back contact on injected electron concentration
(w <<Ln); (a) Ideal reflecting back contact (b) partially

reflecting back contact (e¢) chmic contact.

Calculated minority carrier concentration around the high-low
junetion at various injection levels (1000 Q+cm p-regicn).

Minority carrier concentration at edge of depletien region
in pt-side as a function of minerity carrier concentration
at edge of depletion region on p-side. The solid curves
are simple calculations from Eq. (4), while the data points
are results of computer analysis.

Electrostatic potential around high-low junctien at various
injection levels (1000 Q*cm p-region).

High-low junction leakage current as a function of injection
level on p-side of junction. The solid curves are simple
calculations from Eqs. (6) and (7) while the data points are
results of computer analysis.

Electron quasi-Fermi level variation around high-low junction
(1000 Q+cm p-region).
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Devicge structure for n -p p dlode (A) 1000Q+cm p-region,
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Fig. 2

. - Effect of back contact on injected electren.concéntration
(W§<<Ln); (a) Ideal reflecting back contact (b) partially

reflecting back contact (c) ohmic contact.
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